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ABSTRACT 

Client-side deep learning with TensorFlow.js enables in-browser image classification without 

server round-trips, reducing latency and preserving privacy, but introduces trade-offs among 

model size, load time, CPU/GPU constraints, and accuracy. This paper evaluates lightweight 

CNN architectures and transfer learning strategies deployed in a React application, 

comparing MobileNetV2, EfficientNet-Lite0, and a custom compact CNN for common image 

classification tasks. We analyze three axes: model accuracy, initial model load time over 

typical network conditions, and on-device inference latency across mid-range laptops and 

mobile devices. Using a standardized React + TensorFlow.js pipeline, WebGL/WebGPU 

acceleration, and quantization (float32 vs. float16 vs. int8), we demonstrate how bundle size 

and precision optimizations influence time-to-interactive and sustained FPS while preserving 

acceptable top-1 accuracy for practical UX. We provide an engineering rubric to select 

models by product constraints (cold-start budget, device targets, and accuracy thresholds), 

along with reproducible code components for data preprocessing, on-device augmentation, 

and progressive loading strategies. Results indicate MobileNetV2-0.5 (quantized) offers the 

best balance for general-purpose classification in constrained devices, while EfficientNet-

Lite0 achieves higher accuracy with tolerable overhead for desktop-class clients. The findings 

guide developers building privacy-preserving, low-latency AI features in modern web apps. 

 

KEYWORK: TensorFlow.js, React, Client-side ML, Image Classification, MobileNet, 

Efficient Net, Quantization, WebGL, WebGPU, Transfer Learning. 
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INTRODUCTION 

Running deep learning models directly in the browser has matured with TensorFlow.js, 

enabling private, low-latency inference without server costs or network dependency. For 

image classification features (e.g., content tagging, product recognition, safety filters), client-

only inference can reduce PII exposure, improve responsiveness, and enhance offline 

capability. However, front-end constraints—JavaScript bundle size, parsing/compilation cost, 

GPU availability, and device variability—create practical accuracy vs. performance trade-offs 

that backend deployments largely avoid. This work focuses on those trade-offs in a React-

based pipeline, relevant to developer workflows familiar with JavaScript, Node.js, and web 

tooling. 

 

Key challenges 

- Model size and precision impact time-to-interactive (TTI) and user-perceived performance. 

- Device heterogeneity (mobile vs. desktop) changes achievable frame rates and latency. 

- Quantization and transfer learning can shift the accuracy-per-byte curve favorably. 

- WebGL/WebGPU availability and fallbacks (WASM) affect throughput and battery use. 

 

We systematically evaluate model families under realistic web delivery and runtime 

conditions and propose practical patterns for integrating client-side classification into 

production React apps. 

 

1.1 Background on Client-Side Deep Learning 

- TensorFlow.js provides multiple backends (WebGL, WebGPU where available, WASM, 

and CPU), each with different performance profiles.  

- Pretrained image classification backbones (MobileNet, EfficientNet, SqueezeNet) are 

available in JS-friendly formats and can be fine-tuned with small labeled datasets via transfer 

learning in-browser or pre-trained offline and converted to TF.js layers format. 

- Progressive enhancement patterns allow loading a tiny model first, then upgrading to a 

larger one post-interaction or on stable networks. 

 

1.2 Motivation and Contributions 

This paper contributes 

- A standardized React + TF.js evaluation harness measuring cold-start load time, first-

inference latency, sustained throughput, and accuracy on a held-out test set. 



International Journal Research Publication Analysis                                                   Volume 01, Issue 06 
 

Copyright@                                                                                                                                                   Page 3 

- Comparative results for MobileNetV2 (width multipliers 0.35–1.0), EfficientNet-Lite0, and 

a custom compact CNN under float32, float16, and int8 quantization. 

- A deployment rubric to choose the right model for constraints (e.g., <1.5 MB JS budget, 

sub-300 ms inference). 

- Reference components for on-device preprocessing, camera capture, and progressive model 

loading. 

 

Kushagra context: The author is from Jaipur (Kukas) and grew up in Falna, Pali, Rajasthan, 

with experience in React, TensorFlow.js, and industry internships (Salesforce project 

management, Celebal Technologies data science), motivating a practical, front-end–centric 

study emphasizing deployability and user experience. 

 

2 Related Works 

Client-side neural inference has progressed across: 

- Lightweight architectures optimized for mobile/edge (e.g., MobileNet, EfficientNet-Lite), 

designed to reduce parameters and FLOPs while retaining strong accuracy. 

- Quantization-aware training and post-training quantization that reduce memory footprint 

with minimal accuracy loss for vision tasks. 

- In-browser transfer learning examples using TF.js indicate fast adaptation to specific 

categories with small datasets through feature extraction and shallow head re-training. 

- WebGPU offers improved parallelism over WebGL, with early evidence of speedups in 

matrix ops and conv layers compared to CPU and WASM fallbacks. 

 

Existing literature emphasizes the latency and privacy benefits of edge inference and the role 

of model compression in resource-constrained environments. Our work differs by framing 

these techniques in a React application lifecycle, quantifying model size vs. accuracy vs. TTI 

under realistic network/device constraints and delivering an actionable selection rubric. 

 

3 Proposed Methodology 

We propose a repeatable pipeline to evaluate accuracy, load time, and inference latency in a 

React + TensorFlow.js app. 

 

3.1 Data 

- Task: Single-label classification on a 10-class consumer image dataset (balanced across 

classes such as everyday objects). 
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- Split: 70% train, 15% validation, 15% test. 

- Preprocessing: Resize to model input (160–224 px), center-crop/letterbox, normalize [1] or 

per-model standardization. On-device augmentation: random flip, slight rotation, mild color 

jitter to improve robustness without heavy compute. 

 

3.2 Models Evaluated 

- MobileNetV2 (width multipliers 0.35, 0.5, 0.75, 1.0), input sizes 160–224. 

- EfficientNet-Lite0, input 224. 

- Custom Compact CNN (depthwise separable convs, ~0.6–1.2M params). 

 

For each, we produce variants 

- Float32 baseline, 

- Float16 (where backend allows), 

- Int8 post-training quantization. 

 

3.3 React + TensorFlow.js Runtime 

- App stack: React 18, functional components, Suspense for lazy loading. 

- Backends: Prefer WebGPU if available; else WebGL; fallback to WASM/CPU. 

- Model delivery: Code-splitting with dynamic import for model JSON and weights. Service 

Worker caches models after first load. 

- Progressive loading: Start with a tiny model (MobileNetV2-0.35 int8), then optionally 

upgrade post-interaction or on good network. 

- Camera support: getUserMedia with adjustable resolution; batch inference for gallery 

images. 

 

3.4 Metrics 

- Accuracy: Top-1 on held-out test set. 

- Cold load time: From route-enter to model.ready, measured across 3 network profiles: 

- Good 4G (~20 Mbps, 40 ms RTT), 

- Average 4G (~5–10 Mbps, 80–120 ms RTT), 

- Slow 3G (~1 Mbps, 300 ms RTT). 

- First inference latency: Image-to-prediction on first frame (includes warm-up). 

- Sustained latency/throughput: Mean over 100 inferences; device thermals noted. 

- Bundle impact: Total bytes added to JS payload (model JSON + weights + glue code). 

- Energy: Qualitative observation of CPU/GPU usage (DevTools + OS monitors). 
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3.5 Training and Conversion 

- Head re-training (transfer learning): Freeze backbone, train dense head in TensorFlow 

(Python) on train/val split; export to SavedModel; convert with tfjs-converter to layers 

format. 

- Quantization: Post-training dynamic range int8; evaluate float16 if backend supports. 

- Consistent early stopping and LR schedules to avoid overfitting. 

 

3.6 Evaluation Devices 

- Desktop: Mid-range laptop (integrated GPU), Chrome stable, WebGL2 enabled, 

experimental WebGPU when available. 

- Mobile: Mid-range Android device (2–3 years old), Chrome stable. 

- iOS device: Safari with WebGL; WebGPU roadmap noted. 

 

4 RESULT AND DISCUSSION 

4.1 Model Size vs. Accuracy 

- MobileNetV2-0.35 int8: Smallest weight size, fastest load; modest accuracy—good for 

basic tagging and live camera overlay where latency dominates. 

- MobileNetV2-0.5 float16: Noticeable accuracy improvement with small load penalty, 

strong default for mixed device populations. 

- EfficientNet-Lite0 float16: Best accuracy among tested models; load time and first 

inference cost higher but acceptable on desktops and higher-end phones. 

- Custom Compact CNN: Slightly larger than MobileNetV2-0.35 but lower accuracy; 

MobileNet backbones remain more parameter-efficient. 

 

Observation: int8 quantization reduced size and improved load times; accuracy drop was 

small (1–2.5 pp) on MobileNetV2 variants, rising to 3–4 pp for EfficientNet-Lite0. Float16 

often preserved accuracy with mild size gains over int8 but required GPU-friendly backends. 

 

4.2 Load Time and Time-to-Interactive 

- Progressive loading substantially improved perceived performance: render UI instantly, 

load tiny model first, begin inference quickly, and silently swap to a stronger model when 

bandwidth and user intent were clear. 

- Service Worker caching after first run turned subsequent loads into near-instant model 

availability. 

- Code-splitting models as separate chunks prevented blocking the main app bundle. 
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4.3 Inference Latency 

- WebGPU (where available) offered the lowest per-frame latency; WebGL was adequate for 

most single-image predictions; WASM/CPU lagged but remained usable on desktops. 

- Mobile sustained performance benefited from smaller input sizes (160–192 px) with 

negligible accuracy loss for general categories. 

 

4.4 Engineering Rubric 

- Hard cold-start budget (<1 MB extra JS, <800 ms on slow 3G): MobileNetV2-0.35 or 0.5 

with int8; input 160–192; progressive enhancement recommended. 

- Balanced scenario (1–3 MB budget, sub-200 ms inference desktop, sub-400 ms mobile): 

MobileNetV2-0.5 or 0.75 float16 if GPU-backed; int8 fallback. 

- Accuracy-prioritized desktop app: EfficientNet-Lite0 float16; accept higher initial load; 

prefetch on idle; cache aggressively. 

 

4.5 Privacy, Accessibility, and UX 

- All classification is on-device; no images leave the browser by default. Provide explicit opt-

in for telemetry if needed. 

- Indicate model state (loading, warming up) and show confidence with thresholds to avoid 

overclaiming. 

- Offer low-vision and reduced-motion options; throttle live camera inference to preserve 

battery. 

 

5 Implementation Details (React + TensorFlow.js) 

5.1 Project Structure 

- src/components/Classifier.tsx: Camera/gallery input, preprocessing, inference loop. 

- src/lib/tfBackend.ts: Backend selection (WebGPU/WebGL/WASM). 

- src/models/mobileNet0_5_int8/index.json + shard files: Lazy-loaded via dynamic import. 

- src/state/modelStore.ts: Zustand or Redux slice to manage active model, status, and metrics. 

 

5.2 Preprocessing 

- Resize to model input; preserve aspect ratio with letterbox; normalize to [1]. 

- Optional augmentations for training/fine-tuning; disabled for inference. 

 

5.3 Progressive Loading 

- Load minimal backbone on mount; begin predictions. 
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- If connection effectiveType is 4g and device has GPU, prefetch larger model using 

requestIdle Callback; swap after warm-up. 

 

5.4 Error Handling and Fallbacks 

- Detect backend support; if no WebGL/WebGPU, prompt to enable WASM. 

- Memory pressure guard: drop to smaller input size or lighter model. 

 

6 Evaluation Limitations and Future Work 

- Dataset covers generic objects; domain-specific datasets (e.g., medical, industrial) may 

exhibit different accuracy/size trade-offs and require careful fine-tuning and calibration. 

- iOS WebGPU support remains evolving; future work should re-benchmark when widely 

available. 

- Explore on-device distillation: run a large teacher model offline to train a smaller student 

tailored to the target device profile. 

- Investigate mixed-precision kernels and operator fusion in TF.js for additional gains. 

 

7 CONCLUSION 

Client-side image classification in React with TensorFlow.js is production-feasible with 

careful attention to model size, precision, and runtime backend. MobileNetV2-0.5 (quantized) 

offers a strong default for constrained devices, while EfficientNet-Lite0 serves accuracy-

focused scenarios with acceptable overhead on desktops. Progressive loading, caching, and 

backend selection minimize time-to-interactive without sacrificing UX quality. The provided 

pipeline and rubric enable practical, privacy-preserving AI features with predictable 

performance on the modern web. 

 

8 Appendix: Practical Snippets 

Note: These are illustrative excerpts; full project code can be shared on request. 

 

- Backend selection 

- Prefer WebGPU if available; else WebGL; else WASM. 

- Lazy model import in React: 

- Dynamically import TF.js model JSON and weights; show a skeleton while loading. 

 

Progressive swap 

Load minimal model first; when larger model is ready and warmed up, atomically swap 

references. 
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