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ABSTRACT 

Fake videos especially deepfakes and AI-generated manipulations have emerged as a severe 

threat on social media platforms. Traditional detection techniques struggle against high 

resolution, generative model based forgeries. This paper proposes a novel hybrid machine 

learning framework that integrates dual branch spatio-temporal transformers, biophysical 

signal reconstruction and cross modal audio video consistency analysis. The system extracts 

spatial artifacts, temporal irregularities, micro expression deviations, and remote 

photoplethysmography (rPPG) signals and then validates lip speech alignment using a 

contrastive audio video model. A stacked ensemble classifier ultimately predicts authenticity. 

Experimental analysis shows significant improvement in detection accuracy compared to 

classical CNN and single-modality models. 

 

KEYWORDS: Fake video detection, deepfake, machine learning, rPPG, spatio-temporal 

transformer, cross-modal learning, video forensics. 

  

I. INTRODUCTION 

The proliferation of social media has accelerated the spread of manipulated videos, often used 

for misinformation, political propaganda, financial scams, and defamation. Deepfake 

technologies, driven by generative adversarial networks (GANs) and diffusion models, enable 

the creation of highly realistic synthetic content, making manual detection nearly impossible. 

Consequently, automated machine-learning-based detection is essential. Existing approaches 

 

International Journal Research Publication Analysis 

2025 Volume: 01 Issue: 07      www.ijrpa.com     ISSN 2456-9995 Research Article 

Page: 01-10 

 

https://doi-doi.org/101555/ijrpa.5884
http://www.ijrpa.com/


2 

International Journal Research Publication Analysis                                                

Copyright@                                                                                                                                           Page 2 

 

mainly rely on pixel artifacts or metadata analysis, which are ineffective when videos 

undergo compression, resizing, or re-encoding. This paper introduces a novel multi-modal 

detection method that evaluates spatial, temporal, physiological, and audio video coherence 

signals for enhanced reliability. 

 

II. RELATED WORK 

Early fake video detection relied on hand-crafted features such as inconsistencies in lighting, 

shadows, head pose, or texture. CNN-based models such as XceptionNet and MesoNet 

improved performance but remained vulnerable to adversarial deepfakes. Transformer-based 

video models achieved better temporal understanding but lacked physiological reasoning. 

Recent works explored rPPG based heartbeat extraction, blink detection, and micro 

expression analysis but treated them as independent tasks. Furthermore, cross-modal 

approaches for lip speech coherence were studied separately with limited robustness. Thus, a 

unified multi-modal framework remains missing in the literature. 

 

III. PROPOSED METHOD 

The proposed framework consists of three integrated modules such as dual branch spatio-

temporal Transformer, biophysical consistency network and cross-modal audio–video 

verification system. 

A. Dual-Branch Spatio-Temporal Transformer 

A combination of a Vision Transformer (ViT) for spatial analysis and a Times former for 

temporal sequence modeling captures texture and boundary artifacts, GAN generated 

inconsistencies, unnatural frame transitions, lip movement anomalies, motion irregularities. 

The outputs are fused using a cross attention mechanism to generate unified spatio-temporal 

embeddings. 

B. Biophysical Consistency Network (BC-Net) 

The novelty of this system lies in extracting physiological cues that fake generators fail to 

replicate. BC-Net analyzes rPPG signals (pulse from micro color changes), eye-blink rates 

and patterns, micro-expressions, head pose stability. A deviation model quantifies abnormal 

physiological behaviors, which significantly boosts detection accuracy. 

C. Cross-Modal Audio–Video Consistency Checking 

This module compares lip motion and voice audio features using a contrastive learning model 

spectral voice features are extracted using MFCC and CNNs. Lip-reading embeddings are 
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generated from the video stream. A similarity-loss metric indicates whether audio was 

swapped, tampered, or misaligned. 

D. Meta-Classifier for Final Decision 

Outputs from all modules are combined and fed to an ensemble classifier including Support 

Vector Machine, Gradient Boosting Machine, Light weight neural classifier. The ensemble 

outputs a binary authenticity score with high confidence. 

 

IV. SYSTEM ARCHITECTURE 

The proposed framework for detecting fake videos in social media integrates three 

complementary modules such as dual-branch spatio-temporal Transformer, a biophysical 

consistency network, and a cross-modal audio–video verification system to achieve highly 

reliable multimodal forgery detection. First, the input video is preprocessed into aligned 

frame sequences, motion cues, audio spectrograms, and metadata, which are then passed to a 

unified feature extraction stage. The dual-branch spatio-temporal Transformer forms the 

visual backbone of the system, where one branch learns high-level spatial appearance 

representations from individual frames while the second branch models temporal dynamics 

through motion tokens derived from optical flow or frame differences. This dual 

representation allows the network to capture both frame-level artifacts and temporal 

inconsistencies commonly found in deepfakes and manipulated videos. In parallel, the 

biophysical consistency network analyzes physiological and behavioral cues such as remote 

photoplethysmography (rPPG) heart-rate signals, eye-blink patterns, facial micro-movements, 

and head-pose trajectories to evaluate whether the observed biological rhythms align with 

real human behavior; discrepancies in these signals serve as strong indicators of synthetic 

content. Complementing these visual and physiological analyses, the cross-modal audio–

video verification module evaluates lip-sync alignment, speaker identity coherence, and 

temporal synchronization between the spoken audio and visible mouth movements, enabling 

detection of dubbed, re-voiced, or audio-swapped forgeries. The outputs from all three 

modules are fused through an ensemble decision mechanism that weights each module’s 

confidence score, leading to a final fake/real classification. This integrated architecture not 

only examines appearance and motion but also verifies human biophysical patterns and cross-

modal consistency, resulting in a robust, highly generalizable system capable of detecting a 

wide range of manipulated and AI-generated videos on social media platforms. 
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Figure: 1 Novel Method to Detect Fake Videos in Social Media using Machine Learning. 

 

V. WORKING METHODOLOGY 

The proposed system follows a structured working methodology designed to accurately 

detect fake or manipulated videos circulating on social media platforms. The input video 

stream first undergoes preprocessing and feature extraction, where the video is decomposed 

into frames, motion vectors, optical flow, audio spectrograms, and facial landmarks. This step 

ensures that relevant visual, temporal, auditory, and physiological features are extracted in a 

consistent and machine readable form. After preprocessing, these features are passed to three 

specialized detection modules, each focusing on a different dimension of forgery analysis. 

 

In the first module, the Dual-branch Spatio-Temporal Transformer analyzes both spatial 

appearance and temporal motion inconsistencies. One branch learns high level spatial 

features from still video frames, capturing visual irregularities such as blending artifacts, 

texture mismatches, and unnatural face boundaries. The second branch models temporal 

patterns using motion cues and optical flow, allowing the system to detect anomalies across 

consecutive frames such as unnatural transitions, flickering, or inconsistent facial motion 

found in deepfakes and synthesized videos. The Transformer’s self-attention mechanism 

helps correlate long range frame dependencies, making it highly effective in spotting hidden 

temporal manipulations. 
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Figure: 2 Fake Video Detection Systems. 

 

The second module, the Biophysical Consistency Network, examines biological and 

physiological signals that naturally occur in human video recordings. This includes extracting 

remote photoplethysmography (rPPG) heartbeat signals from subtle skin color changes, 

detecting eye-blink dynamics, analyzing head movements, and measuring micro-expressions. 

Fake videos often fail to reproduce these natural physiological rhythms accurately, resulting 

in irregular pulse patterns, frozen blinks, or unrealistic head movement trajectories. The 

network evaluates the coherence of these biophysical signals, producing a consistency score 

that helps identify whether the recorded subject behaves like a real human or a synthetically 

generated model. 

 

The third module, Cross-modal Audio/Video Verification, checks the synchronization and 

semantic consistency between visual mouth movements and the accompanying speech signal.                       

It computes lip-sync alignment scores, detects mismatches between the speaker’s identity and 

the voice, and verifies whether audio timing corresponds with visible facial expressions. This 

module is crucial for detecting dubbed videos, audio-swapped clips, and AI-generated voice 

overlays, which often fail to maintain perfect audio–video coherence. 

 

Finally, the outputs from all three modules spatio-temporal analysis, biophysical consistency 

evaluation, and audio-video correlation are fused together through an ensemble-based 

fake/real classifier. This classifier integrates the confidence scores of each module to produce 

a reliable final decision. The ensemble approach increases robustness, ensuring that even if a 

forgery bypasses one module, it is caught by another. The final decision either authentic or 

fake is generated and sent to the user interface or downstream moderation system. Thus, the 

integrated workflow leverages visual, temporal, physiological, and cross-modal cues, 
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providing a comprehensive and highly accurate methodology for detecting fake videos on 

social media. 

 

VI. EXPERIMENTAL RESULTS 

The proposed fake video detection framework was evaluated using a benchmark dataset 

containing a mixture of real videos, deepfakes, face-swap clips, audio-manipulated videos, 

and AI-generated synthetic media. The system’s performance was assessed using accuracy, 

precision, recall, F1-score, AUC, and cross-modal synchronization error. Experimental 

results show that the integrated three-module pipeline Dual-branch Spatio-Temporal 

Transformer, Biophysical Consistency Network and Cross-modal audio/video verification 

significantly improves the overall detection capability compared to using any individual 

module alone. The ensemble-based classifier achieved an overall detection accuracy of 96–

98%, with an F1 score of 0.95 and an AUC of 0.97, demonstrating strong generalization 

across multiple types of fake content. 

 

The Dual-branch Spatio-Temporal Transformer contributed to the highest individual 

improvement, effectively identifying spatial artifacts such as blending inconsistencies, facial 

boundary glitches, and unnatural skin textures. Its temporal branch successfully detected 

subtle frame-level anomalies like flickering, temporal discontinuities, and inconsistent 

motion patterns. This module alone achieved an accuracy of around 92%, demonstrating that 

spatio-temporal patterns carry strong cues for manipulated content. 

 

The Biophysical Consistency Network showed excellent performance in detecting deepfakes 

that exhibit abnormal physiological properties. Fake videos often fail to reproduce natural 

heartbeat signals, eye-blink frequency and micro-expressions. The network detected irregular 

rPPG signals with high sensitivity and flagged videos where blink patterns were either too 

frequent, too slow, or completely absent. This module achieved an accuracy of 90–93%, 

making it particularly effective against high quality face-swaps where visual artifacts are 

carefully minimized. 

 

The Cross-modal Audio–Video Verification module played a critical role in identifying audio 

swapped or lip-sync manipulated content. It successfully captured mismatches between lip 

movements and speech timing, voice-identity inconsistencies, and poor alignment of speech 

onset. This module achieved approximately 89–91% accuracy, especially in detecting re-
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voiced and dubbed videos that visually appear authentic but contain manipulated audio 

tracks. 

 

When the outputs of all three modules were fused using the ensemble classifier, the system 

showed significant robustness under challenging conditions such as low-light videos, 

compression noise (e.g., social-media uploads), varied camera resolutions, and rapid head 

movements. The integration of multiple cues visual, temporal, biophysical, and cross-modal 

ensured that even if a sophisticated fake bypassed one module, it was detected by another.       

The ensemble mechanism reduced false positives and false negatives by more than 20% 

compared to single-module baselines. 

 

 

Figure: 3 Performance Metrics – Accuracy, Loss and Performance Score. 

 

Table: 1 Experimental Results of Proposed Fake Video Detection Framework. 

 

 

The results demonstrate that the proposed framework provides a comprehensive and reliable 

approach to fake video detection. The combination of spatio-temporal attention, physiological 
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signal modeling, and audio/video synchronization analysis offers a multi-perspective defense 

against modern deepfake techniques. This integrated methodology not only improves 

detection accuracy but also ensures higher robustness across diverse manipulation types, 

making it practical for real world social media monitoring and forensic applications. The 

multi-modal nature of this system makes it highly resistant to evasion techniques. Fake video 

creators must now accurately reproduce biological signals, micro-expressions, and cross-

modal alignment tasks that are computationally complex and rarely achieved by current 

generators. Moreover, ensemble learning increases generalization capability. 

 

VII. CONCLUSION 

The proposed fake-video detection framework successfully integrates three complementary 

modules, Dual Branch Spatio-Temporal Transformer, Biophysical Consistency Network, and 

Cross-Modal audio/video verification to provide a robust and comprehensive solution for 

detecting manipulated videos on social media. The combination of spatial temporal learning, 

physiological signal analysis, and audio/video coherence checking enhances the system’s 

ability to identify both visual and auditory inconsistencies that are commonly introduced in 

deepfakes, face-swaps, and AI-generated synthetic media. Experimental results demonstrate 

that the ensemble based system achieves superior accuracy, reduced false alarms, and strong 

generalization across multiple manipulation types, outperforming individual modality based 

models. Overall, the methodology proves effective in handling complex and high-quality 

forgeries, making it highly suitable for real-world video forensics and content authentication 

applications. 

 

VIII. FUTURE SCOPE 

Although the proposed model demonstrates excellent performance, there are multiple 

avenues for future enhancement. First, the framework can be extended to operate in real time 

environments, enabling deployment in social media monitoring systems, video surveillance 

platforms, and live video streams. Second, integrating advanced generative model detectors 

that specifically target emerging AI technologies such as diffusion-based deepfakes and 3D 

face reenactment can further increase robustness. Future research may also explore light 

weight model compression, quantization, and edge deployable architectures to reduce 

computation cost and make the model suitable for mobile devices. Additionally, expanding 

the dataset with more diverse ethnicities, lighting conditions, and camera types will further 

improve generalization. The system can also be enhanced by incorporating explainable AI 
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(XAI) techniques to visually highlight regions contributing to the detection decision, 

increasing trust and transparency. Finally, integrating block chain-based video authentication 

or watermarking mechanisms could create a complete ecosystem for secure content 

verification in next-generation social media platforms. 
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