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ABSTRACT 

Password security remains a critical component of modern authentication systems, as weak 

passwords continue to be a major cause of security breaches. Traditional rule-based password 

strength meters often fail to accurately assess password robustness against real-world attacks. 

This paper presents an intelligent password strength prediction framework using 

supervised learning models to classify passwords into multiple strength categories such as 

weak, medium, and strong. The proposed system extracts a comprehensive set of features 

including password length, character diversity, entropy, n-gram patterns, and structural 

complexity. Several supervised machine learning algorithms, including Logistic Regression, 

Support Vector Machines, Random Forest, and Gradient Boosting, are trained and evaluated 

on a labeled password dataset. Experimental results demonstrate that machine learning–based 

models significantly outperform conventional heuristic approaches in terms of accuracy, 

precision, recall, and F1-score. The study further highlights the effectiveness of ensemble 

methods in improving prediction robustness and generalization. The proposed approach 

offers a scalable and adaptive solution for enhancing password security and can be 

seamlessly integrated into real-time authentication systems to promote stronger user 

password practices. 

 

INTRODUCTION 

Passwords serve to defend against intrusions, hacks and unauthorized access and keep 

personal information secure once the password itself is secure enough. Even though several 
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secure approaches to authentication exist (e.g., biometrics [1] and smart cards, etc.), password 

authentication is the most common technique for guaranteeing the protection of any system. 

However, passwords are exposed to different types of attacks. The most common form of 

attack is password guessing due to the predictable patterns that people often choose for 

setting passwords probably their name, telephone number, place names, keyboard paradigm, 

birth date, common phrases, family members' name or friends, domestic animal, etc. [2-4]. 

This will pave the route for attackers either online or offline to penetrate the system by 

assuming or guessing the passwords. Therefore, implementing a strong password by the user 

is the most effective way to protect the system against these online and offline attacks. 

Password security means creating strong and effective passwords that are less likely to guess 

and resistant to general attacks [5]. The strength ofpasswords is completely reliant on the 

user. Passwords are assessed using password-strength meters (PSMs) which are spirited tools 

that help users to make further secure passwords [6, 7]. The assessment is based on many 

factors such as password complexity, length, or randomness [8]. PSMs assist with weak user-

chosen passwords [9]. 

 

Traditional methods of password validation often depend on some requirements and rules for 

creating and managing passwords (e.g., minimum length, inclusion of special characters, 

etc.). However, these methods can be insufficient in determining the strength of a password. 

 

Nowadays, two different ways are used to estimate password strength: rule-based and ML 

models [10]. Due to the unique properties of ML such as adaptability, scalability, and 

improved performance, ML methods have been applied in many areas of science. 

 

Several benefits motivate the use of the ML approach over rule-based methods when 

implementing password strength assessment [11]. Unlike traditional methods, discovered ML 

algorithms can learn new password patterns and develop new solutions to crack passwords, as 

they draw knowledge from a large amount of data to define the complex correlations between 

password characteristics and security. Static rule- based systems can only take into account 

one or two factors at a time such as the composition of character, and length, and can only 

guess the meaning of the string [12]. In addition, these models can always be retrained on 

new data or be periodically trained on fresh data when a new trend of password generation or 

password cracking is discovered. Other forms of ML, including ensemble learning, enable the 

approaches to gather various angles regarding password strength, as well as enable them to 

give more secure and accurate evaluations than could be provided independently [13]. 
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This study investigates the use of ML and ensemble learning that combine multiple ML models 

for better performance to solve password-strength detection problems. In addition, ensemble 

methods offer several advantages over individual models including improved accuracy and 

performance [14]. Also, they can decrease overfitting and underfitting by using different 

features of the data to create a more general and accurate prediction [15] and balance between 

variance and bias. 

 

This study is structured as follows: In the following section, we introduce related work. 

Section 3 describes the proposed multi-class classification prediction model for password 

strength based on ML algorithms in detail. In section 4, we discuss the experimental 

investigation and validation of the proposed model. In section 5, the results of the proposed 

approach are presented. Section 6 is the conclusion. 

 

RELATED WORKS 

In this section, we provide a short review about predicting password strength, and studies 

about password security. Different password strength meters are existed and used publicly. 

Many of them integrate mathematical-based approaches in their algorithm, such as the 

password’s length, digits, lowercase and uppercase characters, number of special symbols and 

dictionary matching. Several studies and articles on assessing the strength of passwords have 

been published previously. Song et al. [14] used the multi-model ensemble learning model to 

evaluate the password strength of different complexity passwords. A real set of user 

passwords that leaked on the network was used as the experimental dataset. The dataset was 

used to train multiple existing password evaluation models as the sub-models. Then, multiple 

trained evaluation sub-models were used as the base learners for ensemble learning, and the 

ensemble learning strategy which was designed to be partial to weakness, was used to get all 

the advantages of sub-models. The experimental results show that the multi-model has a high 

accuracy and is universal. Also, it has good applicability in the evaluation of passwords. He et 

al.[15] presented Hybritus which utilises different website approaches into a comprehensive 

model of the attackers, with MLP neural networks. Their dataset includes more than 3.3 

million passwords directed across 10 website checkers, to obtain feedback on the strength of 

the passwords ordered as weak, medium and strong. Features of passwords were then utilized 

to train and test Hybritus. The experimental data proved that password strength accuracy 

checking can be as high as 97.7% and over 94% even when only trained with just ten 

thousand passwords. 
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Many articles have been presented on the use of MLalgorithms in password strength 

estimation in the last few years. For example, Darbutaitė et al. [16] proposed a machine- 

learning approach that supports a more realistic model, to estimate Lithuanian user password 

strength. Thus, a new dataset of complied password strength was produced. The proposed 

solution estimates the strength of five classes of passwords with a 77% accuracy. 

 

Farooq [17] proposed a model that provides an efficient and common way to defend against 

attacks including online and offline by forcing the users to choose a strong password through 

the implementation of multiple ML algorithms like DT, Naïve Bayes (NB), RF, LR and 

Neural Network (NN) on a web application over real-time. After testing the models, the best 

results were recorded by DT with an accuracy of 99% and the lowest by NB at 87%. 

 

Vijaya et al. [18] modeled a classification task by using password strength prediction and 

employed ML methods namely C 4.5 decision tree classifier, NB classifier, MLP, and support 

vector machine for learning the model. The results indicated that SVM performs well. The 

findings showed that the ML approach has a significant capability to categorize the cases: 

weak and strong passwords. 

 

Sarkar and Nandan [10] proposed a prediction model of password strength classification with 

the aid of several supervised ML algorithms to classify passwords into multiple categories: 

Weak, Medium, and Strong passwords. XGB and MLP algorithms were implemented, to 

prove the strength and the corresponding category of a password. The findings display that 

XGB outperformed the other ML classifiers with an accuracy of 99%. 

 

Divya et al. [19] presented a model by employing multiple ML methods, including DT, LR, 

RF, and K Nearest Neighbor, pushing users to select a strong password as protection against 

online and offline attacks. The Random Forest Classifier had the best results during the 

testing of the models over the test set, with an accuracy of 98%, and Logistic Regression 

achieved the lowest accuracy of 82%. 

 

Rathi et al. [20] suggested a comparative analysis of soft computing techniques like BPN, 

HNN, BSB, CNN, LR and Bidirectional Associative Memory (BAM) for the classification of 

a strong password. The dataset only contains a singular attribute of passwords categorised 

into 3 classes weak, medium, and strong. For such a dataset, first, the experimental analysis 

of the results demonstrates that the simple logistic regression model produces better output 
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when compared with CNN, BPN, HNN, LR, BSB and BAM. Second, LR has adapted for 

such an application, as well as playing a good prediction system. 

 

Kuriakose et al. [21] suggested a prototype that implements numerous ML techniques such as 

DT, LR, NB and RF on a web application in real-time, by doing so it forces the users to 

choose a secure password and to perform analysis of efficiency for password strength analysis 

to produce the best results for the user. 

 

Jamuna et al. [22] employed ML techniques to analyse password strength as a way to enable 

organisations launch of a multi-faceted defense against password breaches, whilst providing a 

highly secure environment. Support Vector Machine is used as a supervised learning 

algorithm for the categorisation of passwords. The features taken from the password dataset 

were used to train the linear and nonlinear SVM classification models. The trained models 

demonstrated a prediction accuracy of around 98% for 10-fold cross- validation. 

 

Kim and Lee [23] suggested a multi-class classification prediction model for the strength of a 

password that is based on deep learning, which takes into account leaked frequency that 

evaluates password strength, whilst solving the problem of degraded evaluation reliability of 

existing indexes in the case of a password leak. The proposed model was able to correctly 

assess 99% of the 345 leaked passwords. 

 

Mienye and Sun [24] presented an overview of the three main ensemble learning techniques: 

bagging, boosting and stacking. As well as their early progression to the latest algorithms. 

They focused on the commonly used ensemble algorithms like AdaBoost, RF, gradient 

boosting, XGBoost, LightGBM and CatBoost. They tried to briefly cover their algorithmic 

and mathematical representations. 

 

Suganya et al. [25] proposed a framework to analyse password strength proactively. Support 

vector machines and filters are employed, as this framework can be used as a submodule of 

the access control scheme. 

 

This study proposes a Multi-class Classification Prediction Model for password strength 

based on ML algorithms, including RF, DT, SGD, and LR. The model utilizes Bagging and 

Stacking ensemble techniques to enhance the classification accuracy of passwords based on 

their strength. 
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The novelty of this study is that the above algorithms in particular have not been implemented 

together in similar other works. 

 

METHODOLOGY 

This section outlines the comprehensive methodology utilized for classifying password 

strength using various ML techniques, including ensemble models. As depicted in Figure 1, 

the proposed workflow encompasses multiple stages: loading the dataset, preprocessing, 

feature extraction, dataset splitting, dataset balancing, model training, and evaluation. Each 

stage is crucial to ensuring the robustness and reliability of the final model. The subsequent 

subsections provide a detailed explanation of each step in the workflow. 

 

Loading dataset 

The dataset used in this work is associated with Sber and is 

available on Kaggle. Initially used in the “Beauty Contest ofplaintext passwords as strings 

while the second one portrays the difficulty class which are 0, 1 and 2. At this time, 0 has the 

lowest password scale, which means the password is not very strong, while 2 represents a 

high password scale meaning the password is very strong. The total size of the dataset used in 

the model is 100,000 records. 

 

Preprocessing 

Data preprocessing is crucial in the process of data preparation where certain complexities in 

the data are eliminated to facilitate a proper analysis. This process includes two main stages: 

Handling missing values: This stage in the dataset is handled by imputation or deletion 

depending on the pattern and proportion of the missing data. This stage is important to 

demarcate the variables and factors to be used in the study and eliminate any possibility of 

bias in the research. 

Data shuffling: This stage is important to shuffle the data to break any order that might exist 

in the dataset to ensure that the model developed is capable of generalizing the outcomes as it 

will not be influenced by specific sequences that exist in data. 

 

Feature extraction 

Feature extraction is performed on the raw data to transform it into a usable format for the ML 

models employed in this research. In this study, TF-IDF methods are employed [26]. The 

Tokenising process entails transforming the passwords into tokens which may include n-

grams and/or characters. Thus, it contributes to text segmentation, that is, the division of the 
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text into segments that can be analysed further [27]. TF- IDF on the other hand helps in 

transforming the textual data into numerical features. The level of importance of the token in 

the given document in comparison with the size of the total set is provided by the TF-IDF. 

This method brings emphasis to informative tokens while diminishing less informative tokens 

[28]. 

 

Table 1. Class distribution summary 

Class Training Set  Test Set 

Before SMOTE After SMOTE 

the Code from Sber,” this dataset has to be divided into 

three 

0 10,744 59,466 2,684 

groups based on password complexity. The 

dataset is 

1 59,466 59,466 14,812 

organized in terms of two columns: The first one includes 

2 9,790 59,466 2,504 

 

 

Figure 1. The proposed workflow. 

Balancing dataset 

The dataset was split next into two sets with the ratio 80: 20 to test the efficiency of the ML 

models. The training set constitutes 80000 records while there are 20000 records in the testing 

set. The distribution of the training set in Table 1 is presented, which is unbalanced, which 

greatly affects the work of the ML models. To overcome this, a technique called SMOTE is 

used [29]. The concept of SMOTE is important to create synthetic samples from the minority 

class to balance the classes for improved learning from under-represented classes. The size of 

the training set by class distribution is presented in creating, it is seen that the distribution of 

records is highly imbalanced, with Class-1 having 59,466 records while Class-0 and Class-2 

have 10,744 and 9,790, respectively. Distributions such as these can result in skewed model 
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performance where the model could be best suited to the majority class while forgetting the 

minority classes. Other methods like SMOTE also come in handy in addressing this problem 

as they act to balance the dataset. The result demonstrated that after the application of 

SMOTE, all classes of the training set are balanced and the number of records per class is 

59,466. On this balanced distribution, the generalization capability of the model is favored 

across all the classes as it ensures that equal opportunities for each class are given to the 

model during its training. However, the test set retains the original distribution of the class to 

ensure that the actual evaluation metrics infringe on an imbalanced real-world dataset. This 

method provides a more accurate evaluation of the model’s ability to deal with class 

imbalance than the previous approach. 

 

Looking at the raw distribution of the training set, it can be observed that the data is not 

balanced and that the majority class contains 59,466 records while classes 0 and 2 have 

10,744 and 9,790 records, respectively. This can cause problems in model performance that 

favors the majority class while it disregards the performance of the minority classes . 

 

To address this issue, SMOTE is used to balance the data, as shown below. After applying 

SMOTE, the distribution of the records of each class in the training set is balanced, with 

59,466 records per class. It also ensures that each class is evenly represented during the 

training process, which in turn aids the model in possibly giving it a chance to generalize to 

any class or category . 

 

The test set preserves the imbalances of the sources’ distribution to avoid distorting the 

metrics by including balanced data. This approach offers a better solution for evaluating the 

effectiveness of the given model in cases of class imbalance. 

 

ML models 

The ML models have a significant position in the categorization of password strength 

because of their learning capability how to infer complex patterns from data. Therefore, for 

this study, several models were selected to classify the passwords’ strengths appropriately 

depending on the model's strength. 

 

For instance, RF was chosen for its high-dimensional response capability and capacity to 

capture non-linear data association and it was found to be less sensitive to overfitting than 

other models [30]. DT was selected as the model for the interpretation of the results and its 
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capability to model hierarchical decision rules which are helpful for passwordstructure 

identification [31]. SGD was included for its fast computation regarding the large dataset and 

for its flexibility in detecting new structures in the data [32]. LR was chosen because of its 

probability estimation and better performance on linearly separable data to act as a linear 

model compared to the non-linear models [33]. 

 

These algorithms were further applied with the help of Bagging and Stacking ensemble 

learning approaches to get benefits of all the particular methods and to avoid their drawbacks. 

The purpose of bagging is to reduce variance and overfitting while Stacking’s outcome allows 

a meta-learner to decide on the right number of base classifiers to combine or integrate. The 

use of this diverse set of algorithms as a way of ensembling helps offer a comprehensive way 

of capturing different aspects of password strength when dealing with different types of 

passwords. 

 

RF 

RF is one of the models of ensemble learning that is specifically designed for use in 

classification problems. The major strength of RF comes from reducing overfitting, which is 

a common issue with decision trees, by averaging the scores of many such trees [34]. It also 

improves the accuracy of the model, and its ability to counter noise or other problematic 

factors in the data, making it the better method for classification of the password strength. 

 

DT 

DT is one of the supervised learning algorithms which is used for classifying and also for 

regression purposes. It operates to classification by breaking the dataset into subsets 

according to the values of the input variables to generate a tree of decisions [35]. Nodes in the 

tree represent decision rules, while each leaf node represents an easily understandable and 

simple outcome for the application of classification rules. However, it is sensitive to 

overfitting, which can be controlled by techniques like pruning or by including several 

decision trees in the model, such as in the case of RF. 

 

SGD 

SGD is an efficient iterative algorithm widely used in large- scale machine learning tasks. It 

optimizes a variety of objectives by incrementally minimizing the loss function using the 

gradient descent method [36]. SGD is particularly effective for classification problems and 

supports various loss functions, including hinge loss for support vector machines and log loss 
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for logistic regression. 

 

LR 

LR is a statistical technique implemented for binary classification issues, and it can be 

extended to multiple-class classification via methods like one-vs-rest. It models the odds of a 

certain class or event existing, such as password strength, based on one or more independent 

variables. The model is suitable for predicting the odds, as it utilizes the logistic function to 

squeeze the output of a linear equation between 0 and 1 [37]. LR is effective and simple, 

offering insights into the significance of different features in the classification task. 

 

Ensemble models 

Ensemble models improve the prediction quality as they integrate features of numerous base 

models. This process is done to get a better overall generalization and accuracy as 

compared to the individual models. 

 

Bagging 

Bootstrap aggregating, or bagging, is an ensemble learning technique that trains models 

independently on different subsamples of the dataset obtained by using the training with 

production with replacement. Every predictor or model, which is generally a decision tree, 

provides its prediction on its own, and the final prediction is arrived at by either aggregating 

the outputs in the case of regression or by taking a mean vote in the case of classification. 

Bagging makes predictions less variant and enables us to avoid over-fitting resulting in better 

accuracy [38]. Bagging is applied in the context of password strength classification to ensure 

that the model thus derived is stable and performs just as well or even better than in other 

parts of the datasets.performance, which is vital when comparing the performance of one's 

models. 

 

The metrics of High Precision and High Recall are as relevant as the other. The F-Score 

variation reaches from 0 to 1 with an improved score indicating better efficiency. 

 

MCC is also known as “Matthews Correlation Coefficient”, it expresses the capacity of the 

binary classification, and accounts for all four quadrants of the confusion matrix: true positive 

(TP), true negative (TN), false positive (FP,), true positives (TP), true negatives (TN), false 

positives (FP) and false negatives (FN). It ranges from -1 to +1, where +1 represents a perfect 

prediction telling us that the influence reaches its upper bound. While 0 represents the worst 
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possible prediction or random guessing, -1 represents complete disagreement between 

prediction and observation. It is calculated as: 

 

Stacking 

Stacking is an ensemble technique that improves model accuracy by training a meta-

learner to combine predictions 

𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁 

𝑀𝐶𝐶 = 

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)    (4) 

from multiple base learners. Each base learner is trained independently on the same dataset, 

and their predictions serve as input features for the meta-learner. This approach allows the 

meta-learner to leverage the strengths and mitigate the weaknesses  of  each  base  model,  

enhancing  overallLastly, Kappa statistic assesses inter-rater agreement for categorical items, 

evaluating the agreement beyond chance. It is calculated as: 

𝑃𝑜 − 𝑃𝑒 

performance. In contexts like password strength classification, stacking helps achieve higher 

accuracy by integrating diverse  

𝐾𝑎𝑝𝑝𝑎 = 

1 − 𝑃𝑒 

(5) 

insights from various models [39]. 

 

Evaluation metrics 

Evaluation metrics are essential for assessing the performance of classification models by 

measuring the accuracy and reliability of their predictions. Accuracy specifically calculates 

the proportion of correctly classified instances among the total tested, providing a basic 

measure of model performance. However, in cases of unbalanced classes, relying solely on 

accuracy might be misleading, which necessitates additional metrics like Precision and 

Recall. Precision is crucial in fields where false positives are costly, such as in medical 

diagnostics or fraud detection, and it measures the ratio of true positives to all predicted 

positives.where, 𝑃𝑜 is the observed agreement, and 𝑃𝑒 is the expected agreement. This 

metric is valuable in contexts involving subjective annotations or multiple raters. 

 

These metrics collectively form a rigorous framework for evaluating classification models, 
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guiding researchers and practitioners in selecting appropriate models and optimizing their 

performance in diverse application domains. 

 

RESULTS AND DISCUSSION 

This section evaluates the performance of our suggested ML models: RF, DT, SGD, and LR, 

including Bagging, and Stacking ensembles. There are several measures to make a 

sophisticated comparison of models’ performance. Some of the measures used are the 

Receiver Operating Characteristic 

𝑇𝑃 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 

𝑇𝑃 + 𝐹𝑃 

(ROC) curves, confusion matrices and other general performance measures shown in 

Table 2 below. The table 

On the other hand, Recall or sensitivity determines the proportion of actual positives that were 

correctly identified by the model with a high value on false negativities which might prove 

fatal in applications like cancer detection or surveillance measures. It is given by: 

Stacking model at 0.90 and lowest for SGD at 0.60. 

Recall, also known as sensitivity, measures the proportion 

Precision and Recall are two metrics that can be combined using the F-Score, which is the 

harmonic mean of the two. The F-Score  gives  a  mid-level  evaluation  of  the  model’sof 

actual positives that were correctly identified. Interestingly, LR shows the highest recall by 

0.79, slightly outperforming even the Stacking model by 0.88 in this aspect. This indicates 

that LR is particularly good at identifying true positives, although its lower precision suggests 

it may achieve this at the cost of more false positives. 

The F-Score, which is the harmonic mean of precision and recall, provides a balanced 

measure of a model's performance. The Stacking model leads with an F-Score of 0.89, 

followed by RF with 0.86 and Bagging with 0.83. This metric reinforces the overall superiority 

of the ensemble methods. 

The Matthews Correlation Coefficient (MCC) and Cohen's Kappa are both measures that take 

into account true and false positives and negatives and are particularly useful for imbalanced 

datasets. Both metrics show very similar patterns across the models, with Stacking leading 

(0.83 for both), followed by RF and Bagging. The consistency between these metrics and the 

others lends credibility to the overall performance ranking of the models. 

It is important that across all metrics, the Stacking model consistently outperforms the 
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others, often by a significant margin. This suggests that the combination of multiple models in 

the Stacking approach is particularly effective for this classification task. The tree-based 

models (RF and DT) and the Bagging ensemble method show strong performance across all 

metrics, consistently ranking in the top half of the models. This indicates that these approaches 

are well-suited to the underlying structure of the data. 

 

To quantitatively compare the performance differences between algorithms, we analyze the 

relative performance decreases using the Stacking model as a baseline. The RF model shows 

only a modest decrease in performance, with 2.15% lower accuracy, 3.33% lower precision, 

and 3.37% lower F-Score compared to Stacking. The Bagging model similarly demonstrates 

strong performance, with decreases of 4.30% in accuracy and 7.78% in precision. However, 

there is a more substantial performance drop when moving from ensemble methods to 

individual classifiers. The DT model shows an 8.60% decrease in accuracy and a 15.56% 

decrease in precision compared to Stacking, while LR and SGD show much larger decreases 

of 21.51% and 27.96% in accuracy, respectively. 

 

When comparing ensemble methods (Stacking, Bagging) to individual methods (RF, DT, LR 

and SGD), we observe a clear performance advantage for ensemble approaches. Ensemble 

methods achieve an average accuracy of 0.91, while individual methods average only 0.79. 

This pattern is consistent across other metrics, with ensemble methods indicating more robust 

and reliable performance. 

 

Table 3 shows the correlation matrix of performance metrics used in this study. A correlation 

analysis between different metrics reveals strong relationships that validate the robustness of 

our evaluation. There is a very strong positive correlation between accuracy and MCC 0.96, 

as well as between accuracy and Kappa 0.96. Similarly, precision and F- Score show a 

correlation of 0.97, while recall and F-Score correlate at 0.95. These strong correlations 

suggest that the metrics are largely in agreement about model performance rankings, 

providing additional confidence in our evaluation methodology. 

 

When considering the relationship between model complexity and performance, we observe 

diminishing returns as complexity increases. Moving from simple linear models (LR and 

SGD) with an average accuracy of 0.70 to a single decision tree increases accuracy by 

21.43%, while the further step to ensemble methods only yields an additional 7.06% 

improvement. This relationship suggests that while ensemble methods do provide the best 
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performance, the additional computational complexity may not always justify the incremental 

improvement, particularly in resource- constrained environments. 

 

Based on this quantitative analysis, we can make several evidence-based recommendations. 

For optimal performance across all metrics, the Stacking model is superior. However, if 

computational resources are limited, the RF model offers an excellent performance-

complexity trade-off, with only a 2.14% reduction in accuracy compared to Stacking. The DT 

model could be considered when minimal complexity is required, as it provides decent 

performance despite an 8.67% accuracy reduction. Linear models should be avoided for this 

specific problem, as they underperform significantly, with accuracy reductions of over 20% 

compared to the best performer. 

 

The effectiveness of the models is evaluated using Receiver Operating Characteristic (ROC) 

curves and confusion matrices, which provide visual and quantitative insights into their 

performance. The ROC curves clearly show this performance pattern. 

 

Table 2. Comparison of evaluation metrics for the proposed models. 

 

Model Accuracy Precision Recall F-Score MCC Kappa 

RF 0.91 0.87 0.87 0.86 0.79 0.79 

DT 0.85 0.76 0.80 0.77 0.66 0.66 

SGD 0.67 0.60 0.77 0.63 0.48 0.43 

LR 0.73 0.65 0.79 0.68 0.54 0.50 

Bagging 0.89 0.83 0.85 0.83 0.75 0.75 

Stacking 0.93 0.90 0.88 0.89 0.83 0.83 

 

Table 3. Correlation matrix of performance metrics. 

 Accuracy Precision Recall F-Score MCC Kappa 

Accuracy 1.00 0.99 0.91 0.96 0.96 0.96 

Precision 0.99 1.00 0.89 0.97 0.96 0.95 

Recall 0.91 0.89 1.00 0.95 0.95 0.93 

F-Score 0.96 0.97 0.95 1.00 0.99 0.97 

MCC 0.96 0.96 0.95 0.99 1.00 0.97 

Kappa 0.96 0.95 0.93 0.97 0.97 1.00 

 

For instance, Figure 2 displays the ROC curve for the RF model. The curve demonstrates a 

strong performance, with a substantial area under the curve (AUC). The RF model's curve 

closely follows the top-left corner of the plot, indicating a high true positive rate and a low 

false positive rate across various classification thresholds. This suggests that the RF model 

has a robust ability to distinguish between classes. 
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Figure 2. ROC curve for RF model. 

 

 

Figure 3. ROC curve for DT model. 

 

 

Figure 4. ROC curve for SGD model 
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Figure 5. ROC curve for LR model 

 

Figure 3 shows the ROC curve for the DT model. While the DT model exhibits good 

performance, its curve is slightly less optimal compared to the RF model. The AUC is 

smaller, suggesting that the DT model may have a slightly lower discriminative power than 

RF. This difference could be attributed to the ensemble nature of RF, which often leads to 

improved performance over single decision trees. 

 

Figure 4 presents the ROC curve for the SGD model. Among all the models, the SGD curve 

appears closest to the diagonal line, indicating the weakest performance. The AUC for this 

model is the smallest, suggesting that SGD struggles to effectively separate the classes in this 

particular problem. 

 

Figure 5 illustrates the ROC curve for the LR model. The LR model shows moderate 

performance, with its curve positioned between those of SGD and DT. While it outperforms 

SGD, it doesn't reach the levels of discriminative ability demonstrated by the tree-based 

models. 

 

 

Figure 6. ROC curve for Bagging model. 
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Figure 6 displays the ROC curve for the Bagging model. This ensemble method shows strong 

performance, with a curve that closely resembles that of the RF model. The similarity in 

performance between Bagging and RF is not surprising, as both are ensemble methods based 

on decision trees. 

 

Figure 7 presents the ROC curve for the Stacking model. 

Notably, this model exhibits the best performance among all six models. Its ROC curve hugs 

the top-left corner most closely, suggesting superior discriminative ability. The large AUC 

indicates that the Stacking model consistently achieves high true positive rates while 

maintaining low false positive rates across various classification thresholds. 

 

 

Figure 7. ROC curve for Stacking model 

 

CONCLUSIONS 

This research work presents the use of new models such as ML and ensemble algorithms for 

password strength prediction. Besides RF, DT, SGD and LR algorithms, bagging and stacking 

ensemble methods have also been used; thus, the final developed model was further refined to 

effectively classify the strength of a password. The outcomes demonstrated that ensemble 

methods, specifically for password strength prediction, boosted the performance of individual 

algorithms. Using SMOTE for balancing the TF- IDF and dataset for feature extraction 

further led to the model’s effectiveness. The limitations of traditional rule- based password 

validation techniques were addressed using this approach, as well as providing a more 

comprehensive evaluation of password strength. 

 

The model that we are proposing has a number of practical implications for cybersecurity, as 
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it can be implemented into password creation systems, thus encouraging users to create 

stronger passwords. It can also be incorporated into organizations to audit existing password 

databases and identify vulnerabilities. Additionally, there are several areas for future research 

that for more improvements. 

In the future, the development of the model could lead in the direction of adapting to the 

evolution of password creation and new types of cyber threats. The accuracy of strength 

prediction could be improved by enhancing the model’s ability to consider user-specific or 

organization-specific techniques. The user’s understanding and trust could also be increased 

by developing techniques that provide a clear explanation for the model’s prediction. By 

incorporating multiple languages into the model, it can evaluate passwords in different 

languages which would expand and broaden its applicability. Combining the model’s ability 

to predict password strength with other security measures, such as multi-factor 

authentication, could provide a more comprehensive security solution. Future 

research can focus on ways to optimize the model’s performance for real-time uses, ensuring 

fast response times even with larger password databases. The model’s effectiveness could 

further be improved and validated, by conducting rigorous testing of the model against 

different password-cracking methods. 

This study aims to provide a significant step forward in the area of password strength 

prediction. We have come up with a more accurate and robust technique for evaluating the 

strength of a password, via incorporating ML and ensemble methods. With cyber threats 

continuing to further evolve with time, advanced models such as ours will have a crucial role 

in the enhancement of overall cybersecurity posture. Further future developments in this field 

will have the potential to refine and improve these methods, whilst addressing challenges that 

keep emerging in digital security. 

Our findings imply the procedure of including ensemble- based machine learning models 

for refining the current approach for evaluating password strength along with ‘medium’ 

strength passwords. Appropriate dynamic passwords can be a solution to the conflict between 

security requirements and usability. The fundamental requirement of most models is 

retraining and updating, especially given the constantly emerging new threats. Also, giving 

advice when setting passwords enables the users to enhance the decisions made. 

Since most models do not consider the use of passwords in other languages and cultures, 

future research should expand on the concept of making the signal better assess password 

strength. Temporal variations of password strength characteristics and modeling of 

corresponding changes should be further analyzed. Thorough testing against best-known 
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attacks on passwords will demonstrate effectiveness. Therefore, it will be possible to increase 

the effectiveness of feedback when using password strength prediction along with analysis of 

user behavior. It is also recommended that researchers should also work on making the 

decision-making of the ensemble models more understandable and also on how the password 

strength prediction could be combined with biometric authentication for effective multiple-

factor authentication. 

 

The following research recommendations and directions can enable the enhancement of 

password security, minimisation of human error threats within an organisation, and security 

of organisational data within a dynamic technological landscape. 
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